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FIG. 12
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FIG. 13
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FIG. 14
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FIG. 15
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FIG. 16
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FIG. 17
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FIG. 19
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FIG. 20
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1
RECORDING MEDIUM HAVING
COMMUNICATION PROGRAM RECORDED
THEREIN, RELAY NODE AND
COMMUNICATION METHOD

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is related to and claims priority to Japa-
nese Patent Application No. 2009-63492, filed on Mar. 16,
2009, and incorporated herein by reference.

BACKGROUND

1. Field

The embodiments discussed herein are directed to a
recording medium having recorded therein a communication
program for transferring information, a relay node and a
communication method.

2. Description of the Related Art

In recent years, mechanically controlled apparatuses such
as automobiles, industrial robots and humanoid robots have
been modularized according to function. With sensors having
a network function, the terminal devices (modules) mounted
on the mechanically controlled apparatus may make up a
network.

In these mechanically controlled apparatuses including a
network, real time communication and non-real time com-
munication may coexist. The real time communication may
be conducted periodically for feedback control, for example,
and has a small absolute delay, while the non-real time com-
munication is the communication which, though not required
to have the real time property, may be required to have a high
throughput such as the distribution of a correction program or
the file transfer.

On the other hand, the mechanically controlled apparatus
including a network desirably uses a multipurpose network
(for example, Ethernet) including a centralized distribution
device such as a switching device in the path to secure the
flexibility and extendibility and the ease with which a system
configuration is implemented.

In a case where a plurality of inputs transferred to the same
output terminal of the switching device exceed the throughput
of'the output terminal, however, the communication queue in
the switching device would generally grow. The network
including a switching device midway of the path, therefore,
poses the problem that the growth of the communication
queue often increases the communication delay and causes
the loss of packets, thereby making it difficult to carry out the
real time communication properly.

In view of this, a conventional technique is available in
which the periods of carrying out the real time communica-
tion and the non-real time communication are differentiated
temporally taking advantage of the periodicity of the real time
communication. Teethe terminal device at the receiving end
monitors the communication situation of the data transmitted
thereto to detect the non-real time communication interfering
with the real time communication, and by limiting the flow
rate of the non-real time communication, prevents the growth
of'the communication queue in the switching device (see, for
example, Japanese Unexamined Patent Publication No.
10-107769).

The conventional technique described above, however,
fails to take into consideration the topology in which the
terminal devices for transmitting and receiving the data are
connected through a plurality of switching devices. The net-
work including a plurality of switching devices on the path
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2

connecting the terminal devices, therefore, harbors the prob-
lem that it is difficult to control the flow rate of the non-real
time communication, so that the real time communication
may not be carried out properly.

Another problem is that as long as a network system cannot
be constructed using a plurality of switching devices, the
maximum number of connectable terminal devices is limited,
thereby reducing the flexibility and extendibility of the sys-
tem configuration.

FIG. 22 illustrates problems of a conventional technique.
In a network system 2200, terminal devices 2201 to 2203 and
terminal devices 2204 to 2206 are connected to each other
through switching devices 2210, 2220. Terminal devices
2201 to 2203 are defined as the transmitting end, and the
terminal devices 2204 to 2206 as the receiving end.

In the network system 2200, the data transmitted from the
transmitting end to the receiving end conflict with each other
between the switching device 2210 and the switching device
2220. In the process, the data transmitted from the terminal
devices 2201, 2202 to the terminal device 2204 can be
detected by the terminal device 2204.

The data transmitted from the terminal device 2203 to the
terminal device 2206, however, cannot be detected by the
terminal device 2204. At the receiving end, therefore, it is
difficult to control the flow rate correctly by detecting the
non-real time communication interfering with the real time
communication. The communication queue is increased in
the switching device 2210 and the data for the real time
communication may not be processed within a specified time.

SUMMARY

It is an aspect of the embodiments discussed herein to
provide a recording medium having recorded therein a com-
munication program causing non-real time communication to
be executed by first and second node groups in a network for
conducting real time communication between the nodes
through relay devices connecting the first and second node
groups and a method.

The above aspects can be attained by a recording medium
having recorded therein a communication program causing a
computer of a local node to execute operations including
causing a local node selected from the first node group to set
a path leading from the local node to another node selected
from the second node group causing the local node to receive
data on the non-real time communication from the other
nodes of the first node group than the local node to the other
nodes of the second node group than the another node and
transferring from the local node to the another node, the data
received, using the path set in the setting.

These together with other aspects and advantages which
will be subsequently apparent, reside in the details of con-
struction and operation as more fully hereinafter described
and claimed, reference being had to the accompanying draw-
ings forming a part hereof, wherein like numerals refer to like
parts throughout.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 illustrates an exemplary communication method;

FIG. 2 illustrates a network system according to an
embodiment;

FIG. 3 illustrates hardware configuration of a node accord-
ing to an embodiment;

FIG. 4A illustrates an example of contents stored in an
address table;
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FIG. 4B illustrates an example of the contents stored in the
address table;

FIG. 4C illustrates an example of the contents stored in a
transmitting destination table;

FIG. 5 illustrates a relay node;

FIG. 6 illustrates data structure of non-real time commu-
nication data;

FIG. 7 illustrates a correspondence table;

FIG. 8 illustrates an example of the contents stored in a
receiving situation table;

FIG. 9 illustrates an example of the contents stored in an
assignment table;

FIG. 10 illustrates an example of the contents stored in the
assignment table;

FIG. 11 illustrates a normal node;

FIG. 12 illustrates an example of the communication pro-
cessing operations of the relay node;

FIG. 13 illustrates an exemplary flow rate assignment pro-
cess of operation S1206;

FIG. 14 illustrates an exemplary first transfer process of
operation S1207;

FIG. 15 illustrates an example of operations of a first
receiving process of the relay node;

FIG. 16 illustrates an example of operations of a second
receiving process of the relay node;

FIG. 17 illustrates an example of operations of a second
transfer process of the relay node;

FIG. 18 illustrates an example of a communication process
of the normal node;

FIG. 19 illustrates an exemplary non-real time communi-
cation process of operation S1810;

FIG. 20 illustrates a real time communication process of
the normal node;

FIG. 21 illustrates network system according to an embodi-
ment; and

FIG. 22 illustrates problems of a conventional technique.

DESCRIPTION OF EMBODIMENTS

disclosed In an exemplary communication method, the
non-real time communication is controlled not to interfere
with the real time communication in a local network in which
the real time communication carried out periodically coexists
with the non-real time communication carried out at irregular
time intervals.

FIG. 1 illustrates an outline of this communication method.
Asillustrated in FIG. 1, a group of nodes N1 to N3 and a group
of' nodes N4 to N6 are connected through switching devices
SW1, SW2 in a local network. The operations described
below may be performed in the local network including a
plurality of the switching devices SW1, SW2 as illustrated in
FIG. 1.

The nodes directly connected to each of the switching
devices SW1, SW2 are grouped. In an exemplary case, the
nodes N1 to N3 directly connected to the switching device
SW1 form a group A, and the nodes N4 to N6 directly con-
nected to the switching device SW2 form a group B.

A relay node for repeating the non-real time communica-
tion between the groups is arranged in each of the groups A
and B. In an exemplary case, the node N1 is selected from the
nodes N1 to N3, and the node N4 from the nodes N4 to N6, as
a relay node. In this way, the non-real time communication
through the switching devices SW1, SW2 is concentrated on
the relay nodes N1, N4.

Using the existing virtual network technique, a virtual link
is set which leads from the relay node N1 to the relay node N4
(hereinafter referred to as “the virtual link VL””). The non-real
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time communication between the relay nodes N1 and N4 is
collected to reduce the conflict with the real time communi-
cation in a physical link L. between the switching devices
SW1 and SW2.

In order that the execution period of the real time commu-
nication and the non-real time communication are shared by
all the nodes N1 to N6, all the nodes N1 to N6 are synchro-
nized. The execution time of the real time communication and
the non-real time communication can be discriminated from
each other, and the non-real time communication is con-
trolled not to interfere with the real time communication.

According to this communication method, the non-real
time communication between the groups through the switch-
ing devices SW1, SW2 are concentrated and controlled using
the virtual link VL connecting the relay nodes N1 and N4 to
each other thereby to reduce the interference with the real
time communication. Although the relay nodes N1, N4 are
selected from the node groups N1 to N3 and N4 to N6,
respectively, In an exemplary case, the embodiments are not
limited to this configuration. For example, apart from the
nodes N1 to N6, a dedicated relay node for relaying the
non-real time communication between the groups A and B
may be arranged.

FIG. 2 illustrates a network system according to an
embodiment. In a network system 200, nodes N1 to N12 are
connected with switching devices SW1 to SW5 in communi-
cable way through a network 210 such as the LAN (Local
Area Network).

The nodes N1 to N12 are communication devices having
the communication function (real time communication and
non-real time communication) such as an ECU (electric con-
trol unit), a sensor or an actuator mounted on a vehicle or
robot. The switching devices SW1 to SW5 are relay devices.

In the network system 200, groups G1 to G4 are formed by
the node groups N1 to N3, N4 to N6, N7 to N9 and N10 to
N12, respectively, directly connected to the switching devices
SW1 to SW4. The groups G1 to G4 have the relay nodes N1,
N4, N7 and N10, respectively, to relay the non-real time
communication between the groups.

The network system 200 has the virtual links VL1 to VL6
connecting the relay nodes. The relay node N1 of the group
(G1 may be connected with the relay nodes N4, N7, N10 ofthe
groups G2 to G4 by virtual links VL1 to VL3. The relay node
N4 of the group G2 may be connected with the relay nodes
N7, N10 of the groups G3, G4 by virtual links VL4, VL5.
Further, the relay node N7 of the group G3 may be connected
with the relay node N10 of the group G4 by a virtual link VL6.

FIG. 3 illustrates a node according to an embodiment. In
FIG. 3, each of the nodes N1 to N12 (hereinafter referred to
simply as “the node N”) includes a CPU (Central Processing
Unit) 301, a ROM (read-only memory) 302, a RAM (random
access memory) 303 and an I/F (interface) 304. The node N
may further include a magnetic disk drive, a magnetic disk, an
optical disk drive and an optical disk. These component parts
are connected to each other through a bus 300.

The CPU 301 takes charge of controlling the node N as a
whole. The ROM 302 stores the programs such as a boot
program. The RAM 303 is used as a work area of the CPU
301. The interface (hereinafter referred to as “the I/F”) 304
may be connected to a network 210 such as the LAN through
a communication line and, through the network 210, further
to other devices. The I/F 304, which acts as an interface
between the network 210 and the internal components
therein, controls the data input/output from and to the external
devices.

The magnetic disk drive controls the operation of reading
and writing the data from and into the magnetic disk under the
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control of the CPU 301. The magnetic disk stores the data
written therein under the control of the magnetic disk drive.
The optical disk drive controls the operation of reading and
writing the data from and into the optical disk under the
control of the CPU 301. The optical disk stores the data
written under the control of the optical disk drive or causes a
computer to read the data stored in the optical disk.

Various address tables used by the node N are disclosed.
The address table is stored in each of the storage units such as
the ROM 302, the RAM 303, the magnetic disk and the
optical disk illustrated in FIG. 3. In the description that fol-
lows, those nodes of the network 210 for relaying the non-real
time communication are each referred to as “the relay node
JN”, and the other nodes N than the relay nodes JN as “the
normal node SN”.

FIG. 4A illustrates an example of the contents stored in the
address table. In FIG. 4A, the address table 400 has the node
1D, the physical address, the system node address, the group
node address and the information on the relay node. The
address table 400 is held in each of the nodes N1 to N12 in the
network system 200.

The node ID is an identifier of the node N. The physical
address is an address unique to the I/F 304 connected to the
LAN and, for example, the MAC address of the Ethernet. The
system node address is the address of the node N uniquely
determined from the network system 200 as a whole. The
group node address is the address of the node N uniquely
determined for each of the groups G1 to G4 in the network
system 200.

In the example illustrated in FIG. 4A, the first to third ones
of the four numerals defined by the dot “” in the group node
address are the group number for identifying the groups G1 to
G4, and the fourth numeral indicates the node number for
identifying the node N in the particular group. The expression
“/3” indicates that the first three numerals represent the group
number. By changing the number of the numerals assigned to
the group number and the node number, the number of groups
and the number of nodes in each group in the system are
adjusted.

FIG. 4B illustrates an example of the contents stored in the
address table. In FIG. 4B, the address table 401 includes a
node 1D, a system node address, a corresponding physical
address, a group node address and a corresponding physical
address. The address table 401 is held in the node N associ-
ated with the group G1.

The system node address and the group node address are
each set in correspondence with a physical address (corre-
sponding physical address). The data with the system node
address or the group node address is transmitted directly to
the node N of the corresponding physical address. The data
having no corresponding physical address which is to be
transmitted to the group node address of a group different
from the group with which the data is associated is transferred
through the relay node.

The relay node is determined by preset information or a
selected algorithm. At least one relay node is determined
always in each group. The path for each of the other nodes
transmitting the data to a group different from the group with
which the particular node is associated is set in such a manner
as to transfer the data through the determined relay node
(FIG. 4C).

FIG. 4C illustrates an example of the contents stored in the
transmitting destination table. In a transmitting destination
table 402 of FIG. 4C, a destination address and the physical
address of the node N constituting the transmitting destina-
tion of the node N associated with the group G1 are illustrated
in correspondence with each other.
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A relay node JN (the nodes N1, N4, N7, N10 in the network
system 200, for example) is disclosed. FIG. 5 illustrates relay
node. In FIG. 5, the relay node JN includes a setting unit 501,
areceiving unit 502, a relating unit 503, a transfer unit 504, a
detection unit 505, a calculation unit 506, an assignment unit
507 and a transmission unit 508. These functions (the units
501 to 508) are controlled, for example, through the I/F 304 or
by causing the CPU 301 to execute the programs stored in the
storage units such as the ROM 302, the RAM 303, the mag-
netic disk and the optical disk illustrated in FIG. 3.

The setting unit 501 may perform setting a path leading
from anode (hereinafter referred to as the local node) selected
from the first node group to another node selected from the
second node group in the network 210. In this case, the
network 210 is, for example, a local network including a
plurality of switching devices. Also, each node group is a
mass of nodes directly connected to each switching device in
the network 210.

The node N1 in the network system 200 may be s assumed
to be the relay node JN. In other words, the nodes N1 to N3
make up a first node group, and the nodes N4 to N6, the nodes
N7 to N9 and the nodes N10 to N12 make up a second node
group.

Assuming that the address table 400 illustrated in FIG. 4A
provides the system setting information, the setting unit 501
specifies other nodes N4, N7, N10 set as “YES” in the field of
the relay nodes other than the local node N1. The setting unit
501, using the existing virtual network technique, sets virtual
links VL1 to VL3 (FIG. 2) connecting the local node N1 and
other nodes N4, N7, N10, respectively.

An overlay network, for example, can be used as the virtual
network. The method of setting the virtual link, however, is an
existing technique and therefore not disclosed in detail. The
setting result is stored in the storage units such as the RAM
303, the magnetic disk and the optical disk.

The receiving unit 502 may receive the data on the non-real
time communication (hereinafter referred to as “the non-real
time data”) from the normal node SN included in the first
node group. The non-real time data is the data of which the
real time property is not required, and for example, the cor-
rection data for an improved program. Specifically In an
exemplary case, the non-real time data transmitted from the
normal node SN of the first node group to the normal node SN
of the second node group is involved.

More The receiving unit 502, for example, receives the
non-real time data for the node N5 of the group G2 from the
node N3 of the group G1 through the switching device SW1.
Incidentally, the result thus received is stored in the storage
units such as the RAM 303, the magnetic disk and the optical
disk.

The data structure of the non-real time data is disclosed.
FIG. 6 illustrates an example of the data structure of the
non-real time data. In FIG. 6, a data structure 600 has a header
field and a data field. A physical destination address, a logical
destination address and a data amount are set in the header
field. In the data field, on the other hand, the data exchanged
by the applications of the nodes N are written.

The physical destination address is a physical address indi-
cating the destination (transmitting destination) to which the
non-real time data is directly transmitted. The logical desti-
nation address, on the other hand, is a logical address indi-
cating the final destination of the non-real time data. The
logical destination address specifically corresponds to the
system node address and the group node address. In an exem-
plary case, the group node address valid only in each group is
set as a logical destination address. The data amount is that of
the non-real time data.
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The switching devices SW1 to SW4 illustrated in FIG. 2
transfer the received data to the destination node in accor-
dance with the physical destination address designated.

The relating unit 503 illustrated in FIG. 5 may perform
relating the received non-real time data and the set path to
each other. Incidentally, the non-real time data for this case is
received from the normal node SN of'the first node group. The
relating unit 503 generates a correspondence table 700 (FIG.
7), for example, to determine the transfer destination from the
destination address based on the address table 400 provided
as the system setting information.

FIG. 7 illustrates a specific example of the correspondence
table. In FIG. 7, the correspondence table 700 has the fields of
the destination address and the transfer destination. By setting
the information in each field, the transfer destination of the
non-real time data is stored as a record.

In FIG. 7, “VLM-N” designates the virtual link from the
group GM to the group GN. Also, “VLM-N” and “VLN-M”
indicate the same virtual link. Although each destination
address is illustrated to have a transfer destination in FIG. 7,
the correspondence table for transfer outside of the group is
managed for each group number.

The transfer unit 504 illustrated in FIG. 5 may perform
transferring the received non-real time data. The transfer unit
504 transfers the received non-real time data to another node
with reference to the correspondence table 700 illustrated in
FIG. 7.

The detection unit 505 may perform detecting the time
point to start the period of the real time communication
executed periodically in the network 21. As a specific
example, the detection unit 505 counts the time in the local
node and detects the time to start the period of the real time
communication. The time interval of the real time communi-
cation periodically executed is set in advance.

The transmission unit 508 transmits a sync packet to
another node as the result of detecting the period starting time
of'the real time communication. The sync packet assigned an
identifier to assure synchronism of the timing of carrying out
the real time communication is transmitted to another node by
the transmission unit 508. The synchronism can be secured
between the relay nodes JN in the network system 200.

Further, the transmission unit 508 transmits the sync
packet to the normal node SN. The synchronism can be
secured among all the nodes in the group. The sync packet is
transmitted from the local node to all the nodes N other than
the local node in the network system 200 thereby to secure the
synchronism among all the nodes N1 to N12.

In the case where the detection unit 505 receives the sync
packet from other node before the period starting time of the
real time communication, however, the sync packet receiving
time is detected as the period starting time of the real time
communication. Incidentally, the detection result is stored in
the storage units such as the RAM 303, the magnetic disk and
the optical disk.

The transfer unit 504 may transfer the non-real time data to
other nodes at the time different from the detected period
starting time for the real time communication. By doing so,
the execution timing can be distinguished between the real
time communication and the non-real time communication,
thereby making it possible to avoid the conflict between the
real time communication and the non-real time communica-
tion through the relay devices (such as the switching devices
SW1 to SW5).

The time interval of the real time communication executed
periodically is designated as a first period, and the first period
divided by M as a second period for executing the process of
transferring the non-real time data. The value M, however,
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may be set arbitrarily in keeping with the system require-
ments, etc. of the network system 200.

The receiving unit 502 also receives the non-real time data
from other nodes using a set path. The receiving unit 502
receives the non-real time data from the node N4, for
example, using the virtual link VL1. The non-real time data
transferred from other nodes has set therein the group node
address of the normal node SN in the same group as the local
node.

FIG. 8 illustrates an example of the contents stored in the
receiving situation table. In FIG. 8, a receiving situation table
800 has the fields for the virtual link ID and the data flow rate
and stores the data flow rate for each of the virtual links VL1
to VL3 as arecord. The data flow rate is defined as the amount
of the non-real time data received from other nodes in the
preceding phase of the second period. The data flow rate is
expressed by, for example, the communication speed (Mbps,
Kbps, etc.) per unit time.

The transfer unit 504 may perform transferring the
received non-real time data to the normal node SN. The
transfer unit 504 transfers, through the switching device
SW1, the received non-real time data to the group node
address set in the particular non-real time address.

The non-real time data from the normal node SN in other
groups can be transferred to the normal node SN in the same
group. The transfer unit 504 may transfer the non-real time
data to the normal node SN in accordance with the data flow
rate assigned to the physical link PL. connecting the local node
and the normal node SN.

The calculation unit 506 may perform calculating the data
flow rate assigned to the set path based on the transmission
capacity of the network 210. The transmission capacity of the
network 210 is, for example, the capacity (communication
speed per unit time) ofthe physical link of the network system
200. The calculation unit 506 divides the capacity of the
physical link by the set number of the virtual links VL. and
thus calculates the data flow rate assigned to each virtual link
VL.

As an example, assume that the capacity of the physical
link of the network system 200 is 12 [Mbps]. In this case, the
data flow rate assigned to each of the virtual links VI.1to VL3
is 4 (=12/3) [Mbps]. In this way, the capacity of the physical
link can be assigned equally among the virtual links VL1 to
VL3. The calculation result is stored in the storage units such
as the RAM 303, the magnetic disk and the optical disk.

The calculation unit 506, based on the flow rate of the
non-real time data received from other nodes, may calculate
the data flow rate assigned to the set path. As a specific
example, the data flow rate assigned to the virtual links VL1
to VL3 is calculated by the calculation unit 506 based on the
flow rate of the non-real time data received from other nodes
N4, N7, N10, with reference to the receiving situation table
800 illustrated in FIG. 8.

The data flow rate is calculated for each of the virtual links
VL1 to VL3 in such a manner as not to exceed the capacity of
the physical link while at the same time securing the maxi-
mum effective utilization. The data flow rate assigned to the
virtual links VL1 to VL3 can be controlled dynamically in
accordance with the communication situation of the non-real
time communication between the relay nodes. Incidentally,
the method of controlling the data flow rate assigned in accor-
dance with the communication situation is the existing tech-
nique, and therefore, not disclosed in detail.

The assignment unit 507 assigns the calculated data flow
rate to the set path. The assignment unit 507 relates the virtual
link VL connecting the local node and other nodes to the data
flow rate assigned to the particular virtual link VL and stores
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the relation in an assignment table 900 illustrated in FIG. 9.
An example of the contents stored in the assignment table 900
is disclosed.

FIG. 9 illustrates an example of the contents stored in the
assignment table. In FIG. 9, the assignment table 900 has the
fields of the virtual link ID and the data flow rate, and stores
the assignment result for each of the virtual links VI.1to VL3
as a record. Incidentally, the assignment table 900 is stored in
the storage devices such as the RAM 303, the magnetic disk
and the optical disk.

The transmission unit 508 may perform transmitting the
assignment result to other nodes. As a specific example, the
transmission unit 508, first referring to the assignment table
900, specifies the data flow rate assigned to the virtual link VL.
connecting the local node and other nodes. The transmission
unit 508 specifies the system node address of other nodes by
reference to the address table 400. Then, the transmission unit
508 transmits the specified data flow rate to other nodes using
the specified system node address.

The receiving unit 502 may perform receiving, from other
nodes, the result of assignment to the path leading from the
local node to other nodes. The received assignment result of
the virtual link VL is stored in an assignment table 1000
illustrated in FIG. 10 by the relating unit 503 relating it to the
virtual link ID.

FIG. 10 illustrates an example of the contents stored in the
assignment table. In FIG. 10, the assignment table 1000 has
the fields of the virtual link ID and the data flow rate, and
stores the assignment result for each of the virtual links VL1
to VL3 as a record. Incidentally, the assignment table 1000 is
stored in the storage devices such as the RAM 303, the mag-
netic disk and the optical disk.

The transfer unit 504 may perform transferring the non-
real time data to other nodes in accordance with the assign-
ment result received. The transfer unit 504, with reference to
the assignment table 1000, transfers the non-real time data to
the node N4 in such a manner as not to exceed the data flow
rate X' assigned to the virtual link VL1. The non-real time
communication exceeding the capacity of the physical link in
the network system 200 is avoided, and the increase in the
communication queue of the switching device SW1 can be
suppressed.

(Functional Configuration of Normal Node)

A normal node SN (for example, the nodes N2, N3 in the
group G1) is disclosed. FIG. 11 is a block diagram illustrating
the functional configuration of the normal node. In FIG. 11,
the normal node SN includes a first execution unit 1101, a
second execution unit 1103, a transmission unit 1102, a
receiving unit 1104, a calculation unit 1105 and an assign-
ment unit 1106. The function of a control unit for these
component parts (the units 1101 to 1106) is implemented
specifically through the I/F 304 or by causing the CPU 301 to
execute the programs stored in the storage unit such as the
ROM 302, the RAM 303, the magnetic disk and the optical
disk illustrated in FIG. 3.

The first execution unit 1101 may perform carrying out the
real time communication. As a specific example, the first
execution unit 1101 sets the system node of the node N to the
destination address by controlling the transmission unit 1102
and thus transmits the data on the real time communication
(hereinafter referred to as “the real time data”).

The real time data is the one required to have the real time
property such as the data for feedback control. The first
execution unit 1101 executes the real time communication
periodically at preset time intervals. The period starting time
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of'the real time communication, however, is the time point at
which the sync packet is received from the relay node JN in
the same group.

The second execution unit 1103 may perform carrying out
the non-real time communication. As a specific example, the
second execution unit 1103 sets the group node address of the
node N to the destination address by controlling the transmis-
sion unit 1102 and thus transmits the non-real time data. The
non-real time data, if addressed to the node N in a different
group, however, is transmitted to the particular node N
through the relay node JN in the same group as the local node
N.

In the following description of a specific example of each
function, the node N2 in the network system 200 is assumed
to be the normal node SN.

The receiving unit 1104 may perform receiving the real
time data and the non-real time data. The receiving unit 1104
receives the real time data or the non-real time data through
the switching device SW1.

The calculation unit 1105 may perform calculating the data
flow rate assigned to the path connecting the local node and
other nodes in the first node group based on the flow rate of the
non-real time data received. The path connecting the local
node and other nodes is a physical link PL. connecting the
nodes N1, N3 with the node N2 through the switching device
SW1.

Incidentally, the calculation process of the calculation unit
1105 is similar to that of the calculation unit 506 of the relay
node JN described above, and therefore, is not disclosed
again.

The assignment unit 1106 may perform assigning the cal-
culated data flow rate to the path connecting the local node
and other nodes. The assignment unit 1106 holds, in the form
related to each other, the physical link PL. connecting the local
node and other nodes and the data flow rate assigned to the
physical link PL.

The transmission unit 1102 may perform transmitting the
assignment result to other nodes. The transmission unit 1102
specifies the system node address of other nodes with refer-
ence to the address table 402. The transmission unit 1102
then, using the system node address thus specified, transmits
the data flow rate assigned to the physical link PL, set between
the local node and other nodes.

The receiving unit 1104 may perform receiving, from other
nodes, the result of assignment to the path leading from the
local node to other nodes. The second execution unit 1103
executes the non-real time data in accordance with the assign-
ment result received. The second execution unit 1103 trans-
mits the non-real time data to other nodes in such a manner as
not to exceed the data flow rate assigned to the physical link
VL by controlling the transmission unit 1102.

The operations of the communication process executed by
the relay node JN are disclosed. In all the nodes in the network
system 200, the relay nodes JN other than the local node are
designated as “the relay node JNi” (i=1, 2, . . . n). The normal
nodes SN in the same group as the local node are each
expressed as “the normal node SNj (j=1, 2, ..., m)”. Further,
assume that the virtual links VL1 to VLn connecting the local
node and the relay nodes JN1 to JNn are set in advance.

FIG. 12 illustrates an example of the operations of the
communication process executed by the relay node. In the
flowchart of FIG. 12, the first operation is for the detection
unit 505 to judge whether the time equal to the interval of the
first period has passed or not from the set-up of the network
system 200 (operation S1201).

In the case where the time equal to the time interval of the
first period has not so passed (NO in operation S1201), the
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receiving unit 502 judges whether the sync packet is received
or not from the relay node JNi (operation S1202). In the case
where no sync packet is received (NO in operation S1202),
the process returns to operation S1201.

In the case where the sync packet is received (YES in
operation S1202), on the other hand, the detection unit 505
detects the time of reception of the sync packet as the starting
time of the first period (operation S1203). Then, the flow rate
assignment process is executed to assign the data flow rate to
the virtual link VLi connecting the local node and the relay
node JNi (operation S1206).

After that, the first transfer process is executed in which the
non-real time data is transferred to the relay node JNi using
the virtual link VLi (operation S1207). Next, it is judged
whether a command is issued to stop the network system 200
(operation S1208).

In the absence of the stop command (NO in operation
S1208), the process waits until the starting time of the second
period (NO in operation S1209). With the arrival of the start-
ing time of the second period (YES in operation S1209), the
process returns to operation S1206.

In the case where the time equal to the time interval of the
first period has passed in operation S1201 (YES in operation
S1201), on the other hand, the detection unit 505 detects, as
the starting time point of the first period, the time point at
which the time equal to the time interval of the first period has
passed (operation S1204). Then, the transmission unit 508
transmits the sync packet to the relay nodes JN1 to JNn
(operation S1205) and the process is passed to operation
S1206.

In the presence of the command to stop the network system
200 in operation S1208 (YES in operation S1208), a series of
the processes illustrated in the flowchart are finished. Inci-
dentally, the command to stop the network system 200 may be
accepted at an arbitrary timing.

The specific flow rate assignment process in operation
S1206 illustrated in FIG. 12 is disclosed. FIG. 13 illustrates a
specific example of the flow rate assignment process of opera-
tion S1206.

As the first operation in the flowchart of FIG. 13, operation
it is judged whether the present time is the starting time point
of'the first period or not (operation S1301). In the case where
the present time is the starting time point of the first period
(YES in operation S1301), the transmission unit 508 trans-
mits the sync packet to the normal nodes SN1 to SNm (opera-
tion S1302).

After that, the assignment unit 507 assigns the data flow
rate “0” to the virtual links VL1 to VLn connecting the local
node and the relay nodes JN1 to JNn (operation S1303). Then,
the transmission unit 508 transmits the assignment result to
the relay nodes JN1 to JNn (operation S1304), after which the
process is transferred to operation S1207 illustrated in FIG.
12.

In the case where the present time is not the starting time
point of the first period in operation S1301 (NO in operation
S1301), on the other hand, i is set to 1 (operation S1305) to
judge whether i>n or not (operation S1306). In the case where
in (NO in operation S1306), the calculation unit 506 calcu-
lates the data flow rate assigned to the virtual link VLi (opera-
tion S1307).

The assignment unit 507 assigns the calculated data flow
rate to the virtual link VLi (operation S1308), and the trans-
mission unit 508 transmits the assignment result to the relay
node JNi (operation S309). After that, 11s setto i+1 (operation
S1310), and the process returns to operation S1306.
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Inthe case where i>n in operation S1306 (YES in operation
S1306), on the other hand, the process proceeds to operation
S1207 illustrated in FIG. 12.

In this way, the execution time of the real time communi-
cation and the non-real time communication may be distin-
guished from each other, thereby making it possible to avoid
the conflict between the real time communication and the
non-real time communication.

A first transfer process in operation S1207 illustrated in
FIG. 12 is disclosed. F1G. 14 illustrates an example of the first
transfer process in operation S1207.

In FIG. 14, the first operation is to set i to 1 (operation
S1401) thereby to judge whether i>n or not (operation
S1402). In the case where i=n (NO in operation S1402), the
transfer unit 504 specifies the data flow rate assigned to the
virtual link VU, with reference to the assignment table 1000
(operation S1403).

The transfer unit 504 reads the non-real time data corre-
sponding to the virtual link VLi from the storage device with
reference to the correspondence table 700 (operation S1404).
In accordance with the data flow rate specified in operation
S1403, the transfer unit 504 transfers the non-real time data
that has been read, using the virtual link VLi (operation
S1405).

Afterthat, iis set to i+1 (operation S1406), and the process
returns to operation S1402. In the case where i becomes larger
than n (YES in operation S1402), the process proceeds to
operation S1208 illustrated in FIG. 12.

The data flow rate of the non-real time communication can
be controlled in accordance with the actual communication
situation or the capacity of the physical link of the network
210.

Next, the processing operations of the first receiving pro-
cess forreceiving the non-real time data from the normal node
SNj in the same group are disclosed. FIG. 15 illustrates an
example of the operations of the first receiving process of the
relay node. In the flowchart of FIG. 15, the first operation is to
judge whether the receiving unit 502 has received the non-real
time data from the normal node SNj or not (operation S1501).

Assuming that after waiting for the reception of the non-
real time data (NO in operation S1501), the non-real time data
is received (YES in operation S1501). The relating unit 503
specifies the relay node JNi of the same group as the node N
at the destination address set in the non-real time data
received (operation S1502).

After that, the relating unit 503 specifies the virtual link
VLi connecting the local node and the specified relay node
JNi (operation S1503). Finally, the relating unit 503 relates
the data ID of the non-real time data and the virtual link ID of
the virtual link VLi to each other and stores the relation in the
correspondence table 700 (operation S1504), thus finishing
the series of the processes in this flowchart.

The virtual link VLi used for transfer of the non-real time
data can be specified from among a plurality of the virtual
links VL1 to VLn.

Next, the processing operations of the second receiving
process for receiving the result of assignment to the virtual
link VLi connecting the local node and the relay node JNi are
disclosed. FIG. 16 illustrates an example of the processing
operations of the second receiving process of the relay node.
In the flowchart of FIG. 16, the first operation is to judge
whether the receiving unit 502 has received the assignment
result from the relay node JNi or not (operation S1601).

Assuming that after waiting for the reception of the assign-
ment result (NO in operation S1601), the non-real time data is
received (YES in operation S1601). The relating unit 503
specifies the virtual link VLi connecting the local node and
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the relay node JNi (operation S1602). Finally, the relating unit
503 relates the specified virtual link VLi and the received
assignment result to each other and stores the relation in the
assignment table 1000 (operation S1603), thereby finishing
the series of the processes according to this flowchart.

The data flow rate of the non-real time data assigned to
each of the virtual links VL1 to VLn can be specified.

The processing operations of the second transfer process
for transferring the non-real time data from the relay node JNi
to the normal node SNj are disclosed. FIG. 17 illustrates an
example of the processing operations of the second transfer
process of the relay node.

In FIG. 17, the first operation is to judge whether the
receiving unit 502 has received the non-real time data from
the relay node JNi or not (operation S1701). Assuming that
after waiting for the reception of the non-real time data (NO
in operation S1701), the non-real time data is received (YES
in operation S1701). The transfer unit 504 transfers the
received non-real time data to the group node address set in
the particular non-real time data (operation S1702).

The non-real time data can be transferred between different
groups through the relay node JN.

The operations of the communication process of the nor-
mal node SN are disclosed. The nodes N other than the local
node in the same group are each designated as “the group
node GNk (k=1, 2, ..., m)”. FIG. 18 illustrates an example of
the communication processing operations for the normal
node. In the flowchart of F1G. 18, the first operation is to judge
whether the present time is the starting time point of the first
period or not (operation S1801).

In the case where the present time is the starting time point
of' the first period (YES in operation S1801), the assignment
unit 1106 assigns the data flow rate “0” to the physical links
VL1 to VLm connecting the local node and the group nodes
GN1 to GNm (operation S1802). Then, the transmission unit
1102 transmits the assignment result to the group nodes GN1
to GNm (operation S1803), after which the process proceeds
to operation S1810.

In the case where operation S1801 judges that the present
time is not the starting time point of the first period (NO in
operation S1801), on the other hand, k is set to 1 (operation
S1804) to judge whether k>m or not (operation S1805). In the
case where k<m (NO in operation S1805), the calculation unit
1105 calculates the data flow rate assigned to the physical link
PLk (operation S1806).

Then, the assignment unit 1106 assigns the calculated data
flow rate to the physical link PLk (operation S1807). The
transmission unit 1102 transmits the assignment result to the
group node GNk (operation S1808). After that, k is set to k+1
(operation S1809), and the process returns to operation
S1805.

Inthe case where operation S1805 judges thatk>m (YES in
operation S1805), on the other hand, the second execution
unit 1103 executes the non-real time communication process
(operation S1810). Then, it is judged whether a command to
stop the network system 200 is issued or not (operation
S1811).

In the case where no such stop command is issued (NO in
operation S1811), the process waits for the starting time point
of the second period (NO in operation S1812). With the
arrival of the starting time point of the second period (YES in
operation S1812), the process returns to operation S1801. In
the case where the command to stop the network system 200
is issued in operation S1811 (YES in operation S1811), on the
other hand, the series of the processes in this flowchart are
finished.
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The execution periods of the real time communication and
the non-real time communication are distinguished from each
other, thereby making it possible to avoid the conflict between
the real time communication and the non-real time commu-
nication.

The non-real time communication process of operation
S1810 illustrated in FIG. 18 is specifically disclosed. FIG. 19
is a flowchart specifically showing an example of the non-real
time communication process of operation S1810.

In the flowchart of FIG. 19, the first operation is to set k to
1 (operation S1901) and judge whether k>m or not (operation
S1902). In the case where k=m (NO in operation S1902), the
second execution unit 1103 specifies the data flow rate
assigned to the physical link PLk (operation S1903).

Next, the second execution unit 1103 reads the non-real
time data corresponding to the physical link PLk from the
storage device (operation S1904). Then, the second execution
unit 1103 controls the transmission unit 1102 so that the
non-real time data thus read is transmitted using the physical
link PLk in accordance with the data flow rate specified in
operation S1903 (operation S1905).

Afterthatkis setto k+1 (operation S1906), and the process
returns to operation S1902. Once k becomes larger than m
(YES in operation S1902), the process proceeds to operation
S1811 illustrated in FIG. 18.

In this way, the data flow rate of the non-real time commu-
nication can be controlled in accordance with the actual com-
munication situation and the capacity of the physical link of
the network 210.

Next, the processing operations of the real time communi-
cation of the normal node SN are disclosed. FIG. 20 illustrates
an example of the processing operations of the real time
communication of the normal node. In the flowchart of FIG.
20, the first operation is to judge whether the present time is
the starting time point of the first period (operation S2001).

Assuming that the process waits until the present time
becomes the starting time of the first period (NO in operation
S2001) and the starting time of the first period has arrived
(YES in operation S2001). The first execution unit 1101 reads
the real time data corresponding to the physical links PL1 to
PLm from the storage device (operation S2002). Then, the
second execution unit 1103 controls the transmission unit
1102 so that the real time data that has been read is transmitted
using the physical links PL1 to PLm (operation S2003).

Although the real time data and the non-real time data may
distinguish from each other according to the a difference in
destination address in this specification, the embodiments are
not so limited. Alternatively, example, the header information
indicating the real time data or the non-real time data may be
attached.

As disclosed above, the non-real time data can be trans-
ferred between groups using the virtual link VL. connecting
the relay nodes JN selected from each group. The non-real
time data of the groups can be collected to reduce the conflict
with the real time communication.

Also, the non-real time data can be transferred between the
groups at the time different from the starting time of the real
time communication periodically executed in the network
210. The execution periods of the real time communication
and the non-real time communication can be distinguished
from each other to avoid the conflict between the real time
communication and the non-real time communication.

Further, the network system 200 can be constructed using
a plurality of switching devices, and therefore, the system
configuration is improved in flexibility and extendibility.

Furthermore, the data flow rate assigned to the virtual link
VL can be calculated based on the transmission capacity of
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the network 210. The data flow rate of the non-real time
communication can be controlled in accordance with the
capacity of the physical link of the network 210.

Also, the data flow rate assigned to the virtual link VL, can
be calculated in accordance with the non-real time data trans-
ferred from the relay nodes JN of other groups. The data flow
rate of the non-real time communication can be controlled in
accordance with the actual communication situation between
the groups.

The real time communication can be carried out using the
destination address of the node N determined uniquely for the
network system 200 as a whole. Also, the non-real time com-
munication can be carried out using the destination address of
the node N uniquely determined for each group. The real time
data and the non-real time data can be discriminated from
each other in the network system 200.

The communication method may be accompanied by the
topological restriction that the switching devices not directly
connected to the relay node JN cannot be connected adja-
cently to each other. In the case of the switching devices
connecting the switching devices such as a core switch or a
router switch, the switching devices not directly connected to
the relay node JN would be connected adjacently to each
other. In such a case, like in the prior art, the problem of data
conflict is posed between the switching devices not directly
connected to the relay node JN.

In view of this, the relay node IN is provided for the
switching device connecting the switching devices. The relay
node JN is provided for a switching device connecting a
switching device directly connected to the relay node JN and
a switching device not directly connected to the relay node
JN.

FIG. 21 illustrates a network system according to an
embodiment. In a network system 2100, small groups SG1 to
SG15 each formed of a node group (not illustrated) directly
connected with the individual switching devices SW1 to
SW16 are communicably connected through the network
210.

A large group BG1 is formed of small groups SG1 to SG5,
a large group BG2 is formed of small groups SG6 to SG10,
and a large group BG3 is formed of small groups SG11 to
SG15. The switching devices SW5, SW10, SW15 are core
switches connecting the switching devices to each other.
Relaynodes 2110, 2120 and 2130 are provided for the switch-
ing devices SW5, SW10 and SW15, respectively.

In the network system 2100, the non-real time communi-
cation exceeding the large groups BG1 to BG3 once transmit
the non-real time data to the relay nodes of a large group (for
example, the relay nodes 2110, 2120, 2130) as a communi-
cation between small groups. Also, in the communication
between large groups, the communication processing opera-
tions similar to those for the communication between the
relay nodes of the small groups may be executed. In this way,
the non-real time communication can be conducted without
interference with the real time communication.

An exemplary embodiment is applicable to a large system
by preventing the switching devices having no directly con-
nected relay node from being adjacently connected to each
other.

The communication method disclosed can be implemented
by executing a prepared program on the computer such as a
personal computer or a work station. This communication
program is stored in a non-transitory computer-readable
recording medium such as a hard disk, a flexible disk, a
CD-ROM, an MO ora DVD, and executed by being read from
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the recording medium by the computer. Also, this communi-
cation program may be distributed through a network such as
the internet.

The embodiments can be implemented in computing hard-
ware (computing apparatus) and/or software, such as (in a
non-limiting example) any computer that can store, retrieve,
process and/or output data and/or communicate with other
computers. The results produced can be displayed on a dis-
play of the computing hardware. A program/software imple-
menting the embodiments may be recorded on non-transitory
computer-readable media comprising computer-readable
recording media. Examples of the computer-readable record-
ing media include a magnetic recording apparatus, an optical
disk, a magneto-optical disk, and/or a semiconductor
memory (for example, RAM, ROM, etc.). Examples of the
magnetic recording apparatus include a hard disk device
(HDD), a flexible disk (FD), and a magnetic tape (MT).
Examples of the optical disk include a DVD (Digital Versatile
Disc), a DVD-RAM, a CD-ROM (Compact Disc-Read Only
Memory), and a CD-R (Recordable)/RW.

Further, according to an aspect of the embodiments, any
combinations of the described features, functions and/or
operations can be provided.

The many features and advantages of the embodiments are
apparent from the detailed specification and, thus, it is
intended by the appended claims to cover all such features
and advantages of the embodiments that fall within the true
spirit and scope thereof. Further, since numerous modifica-
tions and changes will readily occur to those skilled in the art,
it is not desired to limit the inventive embodiments to the
exact construction and operation illustrated and described,
and accordingly all suitable modifications and equivalents
may be resorted to, falling within the scope thereof.

The invention claimed is:

1. A non-transitory recording medium having recorded
therein a communication program causing non-real time
communication to be executed by first and second node
groups in a network for conducting real time communication
between the nodes, the communication program causing at
least one computer to execute a method comprising:

causing a local node selected from the first node group to

set a path leading from the local node to another node
selected from the second node group;

causing the local node to receive non-real time data on the

non-real time communication from other nodes of the
first node group than the local node to the second node
group; and

transferring, from the local node to the other node through

a communication path between a first relay device
coupled to the first node group and a second relay device
coupled to the second node group, the non-real time data
received from the other nodes, using the path,

wherein real time data on the real time communication

from the other nodes of the first node group is transferred
to the second node group with the non-real time data
using the communication path and without passing
through the local node, and

the local node is caused to control an amount of the non-

real time data on the non-real time communication trans-
ferred through the communication path, so as to reduce
conflict with the real time data on the real time commu-
nication on the communication path.

2. The recording medium according to claim 1, wherein the
communication program causes the computer of the local
node to further execute:

detecting a period starting time point of the real time com-

munication executed periodically in the network; and
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transferring from the local node to the other node, the data
on the non-real time communication at a time point
different from the period starting time point of the real
time communication detected by the detecting.

3. The recording medium according to claim 1, wherein the
communication program stored in the recording medium
causes the computer of the local node to further execute:

causing the local node to calculate data flow rate assigned

to the set path based on transmission capacity of the
network;

causing the local node to perform assignment of the data

flow rate calculated to the path; and

causing the local node to transmit a result of the assignment

to the other node.

4. The recording medium according to claim 3, wherein the
data flow rate assigned to the set path is calculated based on
the data flow rate of the non-real time data transferred from
the other node to the local node.

5. The recording medium according to claim 1, wherein the
communication program stored in the recording medium
causes the computer of the local node to further execute:

causing the local node to receive, from the other node, the

data on the non-real time communication from the other
nodes of the second node group than the other node to
the other nodes of the first node group than the local
node; and

causing the local node to transfer the data received to the

other nodes of the first node group than the local node.

6. The recording medium according to claim 1, wherein the
communication program stored in the recording medium
causes the computer of the local node to further execute a
process in which:
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an address for uniquely specifying the node included in the
network is set in the data on the real time communica-
tion, and an address for uniquely specifying the node
included in each node group is set in the data on the
non-real time communication.

7. A communication method for causing non-real time
communication to be carried out by nodes in a network for
conducting real time communication between the nodes,
comprising:

setting a path leading from a local node selected from the

first node group to another node selected from the sec-
ond node group;

receiving non-real time data on the non-real time commu-

nication from the other nodes of the first node group than
the local node to the second node group;

transferring the non-real time data received from the other

nodes to the other node through the path set, through a
communication path between a first relay device
coupled to a first node group and a second relay device
coupled to a second node group;

transferring, by the local node, real time data on the real

time communication from the other nodes of the first
node group to the second node group with the non-real
time data using the communication path and without
passing through the local node, and

controlling by the local node an amount of the non-real

time data transferred through the communication path,
so as to reduce conflict with the real time data on the real
time communication on the communication path.

#* #* #* #* #*
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